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ABSTRACT: An iterative multigrid solution is developed for solving large systems of fluid flow
equations often encountered in  petroleum reservoir engineering.  The multigrid solver is coded
into a parallelized version of a multi-phase, three-dimensional, black-oil reservoir simulator.
Test problems from the petroleum engineering literature are studied to evaluate performance of
the solver on the massively parallel Cray T3D.

Results of simulations in the 4-, 8-, 16- ... 64-processor environment indicate substantial
performance gains offered by the Cray T3D and the potential application of this approach in
solving large reservoir engineering problems.

1 Introduction

Simulation of large reservoirs or entire fields containing
several thousand grid blocks and as many as a thousand wells
entails solution of very large sets of nonlinear equations. These
equations which describe the chemical, physical and fluid flow
processes taking place in the reservoir are solved to calculate
several unknowns such as pressure, temperature and concentra-
tion of various hydrocarbon components at each time step per
grid block.  The computer resources required to solve the large
set of equations governing multiphase flow in the reservoir can
grow rapidly depending on the reservoir size, number of grid
blocks, and the type of time stepping scheme used in the model [1]. 

The advances in parallel computing technology in the last
decade hold great promise for engineers to conduct realistic
large-scale reservoir simulations.  Massively parallel computers
such as the Cray T3D contain several hundreds of processors;
hundreds of gigawords of memory, and the capability to
perform billions of operations per second.  The new generation
of massively parallel processing systems can provide high
performance at moderate cost required for large-scale reservoir
simulation applications.

  Although we have seen a 30-year history of petroleum reser-
voir simulation, the current versions of reservoir simulators
were designed to run on single processor computers.  There is
the need to develop new software systems or modify existing
software systems to take advantage of the sophisticated
computing capability offered by the massively parallel

processing systems.  We need to develop some new solvers to
take advantage of the new architectures of parallel machines.

In this work, we developed an efficient multigrid solver; and
investigated the best way to integrate the solver into an existing
petroleum reservoir simulator for large-scale simulations of
fluid flow in oil reservoirs using a massively parallel processing
computer.  The investigation was conducted by porting an
existing petroleum reservoir simulation model from a worksta-
tion to the Cray-T3D, developing a multigrid algorithm for
solving the pressure equation on distributed memory parallel
processors, and performing a simulation study of some test
problems to validate the proposed approach. 

2 The Multigrid Algorithm for Reservoir
Simulation

Simulation of a multiphase flow in a petroleum reservoir
often involves solving a system of nonlinear partial differential
equations.  The system of equations  can be discretized by finite
differencing to obtain:

Lu = b (1)

where L is the differential operator, u is the unknown function,
and b is the source term.  

A number of iterative methods such as Gauss-Seidel, LSOR
(Line Successive Over-relaxation), ADI (Alternating Direction
Implicit), and ORTHOMIN have been successfully applied in
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reservoir simulation to solve equation 1.[3-5].  These iterative
methods solve the discretized problem just by working on one
grid block at a time, but the multigrid method solves the problem
(equation 1) by working on a sequence of grids.  The multigrid
algorithm consists of three main operations:  (1) transfer of
information from the fine grid to the coarse grid using the restric-
tion operator; (2) transfer of information from the coarse grid to
the fine grid using the prolongation operator; and (3) attenuating
the error using point relaxation.  The restriction and prolongation
operations are done by linear interpolation.  Figure 1 is a sche-
matic representation of the transfer of information between the
fine grid and the coarse grid used in the multigrid method.  The
application of multigrid methods in petroleum simulation has
been documented in the petroleum literature ( See Refs. 1, 6-11).
In this work, we present a brief overview of the multigrid
methods to provide a better understanding of the parallelized
multigrid algorithm developed in this work.  Brandt [12], Hack-
busch [13] and Wesseling[22] present detailed discussions on
Multigrid methods.  Here we will discuss the algorithm of the
two- grid method.

2.1 Two-Grid Algorithm   
The algorithm of the two-grid method consists of three steps:

solving the linear system of equations to obtain an approximate
solution on a fine-grid, correcting the residuals by translating
information from the fine grid to the coarse-grid, and solving the
linear system on the coarse-grid.  The algorithm of one iterative
step of the two- grid method is described as  follows[13,14].

The essence of  the two-grid method is to translate the
discretized problem between the coarse-grid and the fine- grid.
First, we compute an approximate solution to equation 1 on the
fine-grid using a fast iterative method.  Usually, the number of
iterations in this step is limited to 3 in order to gain speed.
Consider the two-dimensional grid shown in Fig. 2.  To translate
the solution vector from the fine-grid to coarse-grid, we define

the restriction operator, .  That is, 

Using the restriction operator, the translated value
(coarse-grid) for an interior node, for example node point 13,
can be determined:    
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To transfer information of the discretized problem from the
coarse-grid to the fine-grid, we define a prolongation operator,

.  That is

Now the values of unknowns, ,   can be

determined using

(5)

(6)
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The combination of restriction operator and prolongation
operator is called a two-grid iteration because two levels H
(coarse-grid) and h (fine-grid) are involved. 

2.2 Multigrid Method
The multigrid method is formed by applying the two-grid

method to a sequence of grids of neighboring levels, translating
information from the finest grid to the coarse grid (Hackbusch
[13]). It is a recursive process. The detailed algorithm is
discussed in  Reference 14.

3 Analysis and Parallelization of The Simulator

BOAST is a multi-phase, three dimensional black-oil simu-
lator developed by the US Department of  Energy (US DOE)
in 1982. The modified version, BOAST-VHS (hereafter called
BOAST) used in this study was developed by Chang et al.[15].
BOAST contains only an IMPES (Implicit Pressure Explicit
Saturation) formulation with direct elimination and LSOR solu-
tion options. In order to locate the numerically intensive
segments, we ported BOAST to Cray YMP-M98 system of the
Arctic Region Supercomputing Center (ARSC), and analyzed
the source code of the simulator using Cray's performance
tools[16].  Analysis of CPU time consumed by BOAST’s subpro-
grams showed that three segments of the FORTRAN code
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accounted for about 88% of the CPU time(Fig. 2). These compu-
tationally intensive segments (LSOR, LTR1 AND SOLMAT),
which are used for solving the linearized multiphase flow equa-
tions, were selected as the candidates for parallelization to
improve code performance.

The Cray-T3D system at the Arctic Region Supercomputing
Center of University of Alaska Fairbanks contains 128 proces-
sors. This machine supports three programming styles: message
passing, data sharing, and work sharing as part of the CRAFT
programming model[16,17]. The message passing primitives are
based on the Parallel Virtual Machine (PVM) model. The main
function of  data sharing programming model is to distribute  the
arrays over  the  memory  of the processor elements (PEs) that
will execute the user’s programs. Work sharing is an implicit
MPP programming method that simplifies the task of distrib-
uting the iterations in the program loops across all available
processors[17,18]. In this study, both data sharing and work
sharing MPP programming methods were used to parallelize  the
simulator, BOAST. Figure 4 shows the CRAFT's data sharing
compiler directives used to distribute the arrays that calculate
transmissibility in the model. 

 The multigrid solver consists of five subroutines:
GS_ITERATIVE for Gauss-seidel iterative solution of linear
equations; RESTRICTION for translating vectors from
fine-grid level to the coarse-grid level; PROLONGATION for
translating vectors from coarse-grid to fine-grid;
COARSE_MATRIX to handle the elements of matrices gener-
ated from the coarse grid; and DIRECT_SOLVER to solve the
coarse-grid equations by direct elimination.  We used the data
sharing and work sharing MPP programming methods to paral-
lelize the multigrid solver.  Figure 5 shows the CRAFT's model
work sharing compiler directives used to distribute the iterations
in the loops of the prolongation subprogram.  After developing
an interface program, the multigrid solver was introduced as a
subroutine callable from BOAST.  The parallelized BOAST was
validated using test problems taken from the literature.  

4 Test Problems and Evaluation of Code
Performance

To analyze the performance of the black-oil reservoir simu-
lator in Cray-YMP and Cray-T3D computing environments, two
test problems were derived from the petroleum engineering liter-
ature. The results obtained from the simulation study are
presented in the following sections.

4.1 Test Problem 1: Two Dimensional Horizontal Well
Problem

The reservoir is represented by the 15 X 15 grid system
shown in Fig. 6. The well passes through the grid-block centers
and its entire length is open to flow. The reservoir data, fluid
properties, relative permeability and capillary  pressure data  are
presented in Reference 14. Table 1 shows the a comparison of
the code performance (CPU time)  for simulations conducted on
the Cray-YMP (one PE) and the VAX 8800 using the iterative
LSOR solver.  The problem was simulated for 10 years. Notice

that the Cray-YMP outperforms the VAX 8800 by a factor of 10
for this small test problem. We also compared the performance
of the LSOR and parallelized multigrid solvers by running a 65
X 65 grid-block model of this test problem on the Cray Y-MP
and the Cray T3D.  The results of the code performance from the
simulation runs are shown in Table 2.  In this case, the perfor-
mance ratio (CPU time on Cray Y- MP/CPU Time on the T3D)
with the multigrid solver  improved by a factor of 2 to 4
depending on the number of processor elements used in the Cray
T3D's runs.

4.2 Test Problem 2: Three Dimensional Horizontal Well 
Problem

The second test problem deals with oil recovery by bottom
water drive in a thin reservoir (Nghiem et. al. [19]).  For this test
problem, we also used the fluid properties and relative perme-
ability data from the second Society of Petroleum Engineers
(SPE) Comparative Simulation Project[20]  The capillary-pres-
sure data, relative permeability curves are taken from Reference
19.  The reservoir is represented by a   9 X 9 X 6 grid system.
Table 3 lists the initial reservoir data for the 6-layer model.
Detailed discussion is given in Reference 14.  This problem was
simulated for 10 years using the VAX 8800, the Cray YMP and
the Cray T3D.  The pressure and oil saturation profiles shown in
Figures 7 and 8  indicated that all three computers gave compa-
rable results. In Table 4, we present the  CPU times used to run
the model with LSOR and Multigrid solvers.  The data in Table
4  shows degraded performance (large CPU times) for this
three-dimensional horizontal well problem. However, an anal-
ysis of the CPU time consumed by BOAST for runs made on the
Cray-YMP (one PE) indicates that the multigrid solve outper-
forms LSOR  by a factor of 6 for this problem. 

4.3 Discussion of Performance in Parallel Environment

This section discusses the performance of the algorithms on
the Cray-T3D for test problem 2. In the code performance anal-
ysis,  we have evaluated  the performance of the new multigrid
solver against an optimized LSOR solver developed  on the
Cray-T3D.  We consider the simulations made in the 8-processor
environment of the Cray T3D.  From the results (Table 4),  we
observed that the  multigrid out-performs the LSOR solver by a
factor of 4. Therefore, multigrid method is always preferred --it
is the method of choice for multiphase reservoir simulation.
Based on the results of the parallelization of BOAST, we recom-
mend that domain decomposition algorithm be introduced into
the modified BOAST simulator[21]. If we divide the
three-dimensional problem formulated on the original domain
into sub-problems on the sub-domains, and take the advantage of
massively parallel processors of Cray-T3D to solve the
sub-problems, then we can get a much higher efficiency
(speedup) from the parallelized  multigrid algorithm.  To obtain
additional speedups required for large-scale simulation of
three-dimensional problems, we plan to parallelize the code
using PVM,  the explicit MPP programming model available on
the Cray T3D.
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5 Summary and Conclusions

In this study, numerical algorithms based on multigrid
method are developed for solving a large system of sparse linear
equations that arise in reservoir simulation. These algorithms are
designed for application in scaleable distributed memory
parallel computers. The multigrid algorithms were parallelized
and written as subprograms in an IMPES-type black-oil reser-
voir simulator. Analysis of performance of the modified
black-oil simulator showed that the multigrid solver is superior
compared to a widely used sequential solver (LSOR) for test
problems considered in this study.  This algorithm showed a
good performance and runs at a speedup factor  of 4  compared
to the LSOR.  The following conclusions are derived from the
results of this study:

1. On the basis of the CPU times consumed by the three-dimen-
sional test problem simulated in this work, it is concluded that
the multigrid solver out-performs LSOR solver.  

2. The efficiency and performance of the multigrid solver in-
crease as the size of the problems increases. The convergence
of multigrid method is very  fast. The rate of convergence
does not deteriorate when the discretisation is refined, where-
as classical iterative methods (e.g. LSOR) slow down as the
grid size is decreased. Usually,  the computational work is
proportional to the number of unknowns,  which is a function
of the number of equations in the linear system and the grid
size.

3. The results of test problems investigated in this work  showed
that the multigrid method is more suitable for solving
multi-phase flow problems found in petroleum reservoir sim-
ulations. Application of the proposed algorithms and method-
ology to solve other problems in complex reservoirs would
require defining the appropriate restriction and prolongation
operators.
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7 Nomenclature

b =Right-hand side vector
BOAST =Black-oil applied simulation tool
DOSHARED = Work sharing compiler directive 

=Restriction operator

=Prolongation operator

K =Permeability 
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L =Finite difference operator.
LH =Coarse-grid difference operator

Lh =Fine-grid difference operator

P =Pressure
Pc =Capillary pressure
PE =Processor element
PVM =Parallel virtual machine
S =Saturation
SHARED =Data sharing compiler directive
u =Vector of unknowns to be determined

=The initial iterative value on fine-grid

=The approximate solution on fine-grid

vh =The residual value on fine-grid

vH =The residual value on coarse-grid

z =Layer Thickness
Subscript
g =Gas index
h =Fine-grid index
H =Coarse-grid index
i, j, k =Spatial indexes in the x-, y-, and z- direc-

tions 
k =Grid level index
o =Oil index
P =Prolongation operator index
R =Restriction operator index
w =Water index
Superscript
h =Fine-grid index
H =Coarse-grid index 
n =The n-th iteration index
Greeks
∆ =incremental 
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Table 1. Performance of BOAST Simulator on Various Computers (A 2-D Horizontal well Test 
Problem 1:  Size = 15 X 15 X 1)

Computer
System Solver

CPU Time
(Sec)

Wall-Clock
Time(Sec)

Performance Ratio
(CPU Time)
VAX/Cray-YMP

VAX 8800 LSOR 150.02 302.2 1.0
Cray YMP
(1-PE) LSOR 15.16 60.14 9.9

Table 2. CPU Time Consumed by Modified BOAST Simulator for Test Problem 1 (Modified Test Problem 1:  Size = 65 

Computer
System No of CPUs

CPU Time
(Sec)

Wall-Clock
Time(Sec)

Performance Ratio
(CPU Time) Solver
LSOR/Multigrid

Cray YMP. 1.0 25.5 110.8 1.0 LSOR
Cray YMP. 1.0 11.23 45.67 2.3 Multigrid

YMP-Multigrid/T3D-Multigrid
Cray T3D. 8.0 6.23 7.1 1.8 Multigrid
Cray T3D. 32.0 4.56 5.26 2.5 Multigrid
Cray T3D. 64.0 3.14 4.01 3.6 Multigrid

Table 3. Reservoir Data of  Test Problem 2: a 3-D Horizontal Well Problem (Source: Nghiem et al [19])

Horizontal Permeability, Kh   =  300 (md) for all layers
Vertical Permeability,    Kv    =  30 (md) for all layers
Initial bubble-point pressure  = gridblock initial oil pressure

Layer
Thickness,

∆z  (ft) Depth (ft)
Pressure p
(psi) Oil Sat, So

Water Sat.,
Sw

1 20.0 3600 3600 0.711 0.289
2 20.0 3620 3608 0.652 0.348
3 20.0 3640 3616 0.527 0.473
4 20.0 3660 3623 0.351 0.649
5 30.0 3685 3633 0.131 0.869
6 50.0 3725 3650 0 1
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Table 4. CPU Time Consumed by Modified BOAST Simulator for Test Problem 2 ( Test Problem 2: A 3-D horizontal Well 

Computer
System No of CPUs

CPU Time
(Sec)

Wall-Clock
Time(Sec) Performance Ratio (CPU Time) Solver

LSOR/Multigrid

YMP-
Multigrid/T3D

-Multigrid
Cray YMP. 1.0 6300 9650 1.0 LSOR
Cray YMP. 1.0 1023 1200 6.2 Multigrid

Cray T3D. 8.0 3300 3450 1 1.9 LSOR
Cray T3D. 8.0 867 920 3.8 1.2 Multigrid

Level  3

Level  2

Level  1

Fine 
Grid

Coarse Grid

Fine Grid

Prolongation Operator

Restriction Operator

Fig 1 - Schematic showing the transfer of information 
from fine grid to coarse grid in the multigrid algorithm 

(Adapted from Bhogeswara and Killough, 1991)

Fig 2 - Two Dimensional Grid with Coarse-grid 
                    overlaying the Fine-grid
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Analysis of Simulator Code
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Percent CPU Time Consumed by Subprograms in 
the 3-D Model, BOAST

Fig 3 - Pre-parallelization Analysis of Simulator Code
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Fig. 5 - Work Sharing MPP Model  for the 
Prolongation Subprogram

             P(i,  j,  k) = P(i, j, k) + P1(i, j, k)

           DO k = 2, kk1+1

           DO I = 2,  ii1+1

          ENDDO

 CDIR$DOSHARED (I) ON P(I, J, K)
          DO k = 2, kk1+1

 CDIR$DOSHARED (I) ON X(I, J, K)

           DO j = 2,  jj1+1

              P1(2*i-2, 2*j-2, 2*k-2) = X(i, j, k)

          ENDDO
          ENDDO

          DO j = 2,  jj1+1
          DO I = 2,  ii1+1

          ENDDO
          ENDDO
         ENDDO
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Fig 6 - Reservoir and Grid System of Test Problem 1 
(Adapted from Data of  Chang et al., 1992)
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Fig. 4 - Data Sharing MPP Model  for Distributing Arrays of  Transmissibility

C                 AN(NX, NY, NZ), AT(NX, NY, NZ), AB(NX, NY, NZ),    E(NX, NY, NZ),

CDIR$SHARED AW(:BLOCK, :, :), AE(:BLOCK, :, :), AS(:BLOCK, :, :),

              DIMENSION  AW(NX, NY, NZ), AE(NX, NY, NZ), AS(NX, NY, NZ),

C                 B(NX, NY, NZ)

C              AN(:BLOCK, :, :),AT(:BLOCK, :, :), AB(:BLOCK, :, :),    E(:BLOCK, :, :),
C               B(:BLOCK, :, :)


