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ABSTRACT: 

 

This paper presents a new technique which allows interactive optimization of
video compression algorithms using the CRAY T3D. This work aims to exploit as much as
possible the parallel nature of digital image processing algorithms to obtain almost real-time
computing with the flexibility of a software implementation. Thanks to this low computation
time, interactive tools have been developed which allow easy and fast visual evaluation of image
quality. This leads to significant productivity gain when developing new video compression
techniques. Our approach has been validated on advanced region-based video compression
algorithms. The interactive facilities offered by the proposed technique permit the accurate opti-
mization of the algorithm parameters in few minutes, where several days were previously
needed. Depending on the complexity of the compression algorithms, 8-12 images are
compressed, decompressed and visualized per second.

 

1 Introduction

 

One of the main difficulties for researchers when developing
new digital image processing algorithms is related to the
computation time required for the scientific evaluation of the
algorithms, and the optimization of their parameters. As a
consequence, in practice, researchers have often not enough
time to optimize and to evaluate their algorithms correctly.

Due to the parallel nature of almost all image processing
techniques, massively parallel computing is an attractive solu-
tion to significantly reduce the computation time. In this
context, some authors have already proposed efficient parallel
implementations of various video compression algorithms
[1][2][3][4][5].

Unfortunately, even with such parallel implementations, the
scientific evaluation of the results remains difficult due to the
fact that there is no mathematical criteria to correctly evaluate
the visual quality of an image. Such criteria are classically used
to compare original images with their decompressed versions,
but they are not sufficiently reliable. For this reason, in the
undergoing development of the MPEG-4 video standard, the
quality of the results is judged only visually [6]. Furthermore,
image processing algorithms often have several interdependent
parameters which must be optimized simultaneously. This kind

of problem remains unsolved even with existing parallel
approaches.

In order to overcome these problems, we present in this paper
an interactive system, called 

 

DirectView

 

, for real-time video
processing and real broadcasting system simulations. This
system is based on efficient parallel implementations of video
compression algorithms on a massively parallel computer such
as the CRAY T3D [7][4] with the modularity and the flexibility
of a software implementation in high level languages (C, C + +).
Furthermore, 

 

DirectView

 

 permits the visual evaluation of the
processed image sequences as they are produced by an algo-
rithm running on the parallel computer. It also allows the modi-
fication of the parameters of an algorithm in an interactive
manner, thus permitting fast and efficient evaluation and opti-
mization. The possibility of performing fast and accurate opti-
mization is of particular importance when considering that the
algorithms used in the MPEG-2 video standards were retained
mainly because they were fully optimized. It should be pointed
out that real-time processing can also be obtained with dedi-
cated hardware or with DSPS, but these kinds of implementa-
tions do not offer the flexibility given by the presented system
[7][8].

The outline of the paper is the following: The main charac-
teristics of the system are presented in Section 2. Section 3
describes the parallel approach which has been used. The video
compression algorithm which is implemented in 

 

DirectView

 

 is
presented in Section 4. Experimental results are provided inCopyright © Cray Research Inc. All rights reserved.
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Section 5, while Section 6 draws the conclusions and perspec-
tives of this work.

 

2 General description of the system

 

2.1 Main features of the CRAY T3D

 

DirectView

 

 has been implemented on a CRAY T3D. The
T3D is a MIMD parallel supercomputer with a scalable architec-
ture which allows the use of a number of processors equal to any
power of two (i.e., 1, 2, 4, 8... processors). Each alpha processor
(150 MHz) of the T3D has its own local memory of 64 Mbytes.
There is no shared memory. Since the T3D requires a
CRAY-YMP computer as front-end, all Input/Output operations
are done via the YMP.

It should be pointed out that the methodology proposed in this
paper does not depend directly on the characteristics of the T3D,
but the T3D has been chosen because it is able to provide the
computational power necessary to compress 8 and more black &
White Common Intermediate Format images (CIF images,
352x288 pixels, 8bits/pixel, digitized at 25 frames/second) per
second.

 

2.2 General principle

 

Two versions of the proposed system have been developed.
The first version (

 

DirectView

 

 1.0) uses the T3D for the compres-
sion and the decompression of the video data. A workstation is
used only for real-time visualization of the decompressed
images. The second version (

 

DirectView

 

 2.0) is more ambitious
since it simulates a complete real-time video broadcasting
system. This is done by exploiting the fact that for almost all
video compression algorithms, the compression is significantly
more complex than the decompression in term of computational
load. This characteristic allows us to decompress one image on
the workstation while the parallel computer compresses the
following one. As a consequence, only the compressed data
must be transmitted to the workstation which is used as a
decoder. Figure 1 and Table 1 give the block diagram and a
synthetic comparison of each of these versions.

With the first version, a higher transmission bandwidth is
necessary (8 Mbit/s with a frame rate of 10 images/s and for

black & white CIF images), but the workstation is used only to
visualize the decompressed images. A lower transmission band-
width (depending on the compression ratio) is required with the
second version, but higher computational load is devoted to the
workstation. 

 

DirectView

 

 2.0 works correctly only if the worksta-
tion is able to decompress an image as quickly as the T3D
compresses an image. If this is not the case, the computational
power of the T3D is not fully exploited (it waits for the worksta-
tion). In this case, and if the transmission link capacity is suffi-
ciently large, 

 

DirectView

 

 1.0 is more efficient.

Apart from these differences between the two versions,

 

DirectView 

 

works as follows: The original images are read on

Figure 1: Top: block diagram of DirectView 1.0. Bottom: block 
diagram of DirectView 2.0.

 

Table 1.

 

 

 

DirectView

 

 

 

1.0 versus 

 

DirectView

 

 2.0
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the hard disk of the CRAY YMP by one processor of the T3D.
The images are then broadcasted to the other processors using
optimized communication routines. Each processor compresses
in parallel its own partition. The bitstream (or the decompressed
images) is finally collected by a processor which sends this data
to a workstation via Ethernet or an FDDI (Fiber Distributed Data
Interface) link. The decompressed images are immediately visu-
alized on the screen (after decompression if 

 

DirectView

 

 2.0 is
used) together with the bit rate or the compression ratio. This
permits an easy evaluation of the trade-offs between the quality
of the images and their transmission cost. Moreover, this system
allows the interactive modification of the parameters of the algo-
rithm running on the T3D, thus permitting their optimization.
This is easily done by turning a set of dials, the corresponding
values being sent by the workstation to the T3D in order to
modify the parameter values of the compression algorithm.

Furthermore, 

 

DirectView

 

 permits not only the real-time visu-
alization of the final result (the decompressed images), but it
also allows the visualization of various information used by the
image processing algorithm such as the segmentation of the
images, various statistical information (such as the histogram),
the content of the bitstream, etc. This is of major importance for
researchers since it allows fast and easy visual representation of
the various data manipulated in the program.

Figure 2 shows an example of data visualized on the screen,
i.e., the decompressed image, a graph of the bit rate, the current
value of the parameters and the histogram of the displayed
image.

 

2.3 Main advantages offered by DirectView

 

Generic implementation.

 

 All the software developed for

 

DirectView

 

 has been   written   using   C   language. This permits
flexible and modular software   implementations.   Conse-
quently,   the   video   compression   algorithm can be easily
changed or modified just by replacing the corresponding

routines by new ones. This leads to a generic implementation
which permits the testing of a wide range of video processing
methods or algorithms in a short time. This is a definite advan-
tage for research centers in the race for the design of new multi-
media systems.

 

Interactive Optimization 

 

The main advantages of interac-
tive optimization over the classical off-line one are the
following:

•

 

Human visual evaluation: 

 

DirectView

 

 permits the visual-
ization of the decoded images as they are being produced by
the T3D. Therefore, the operator can visually evaluate the
spatial and temporal artifacts generated by the compression
algorithm. The Peak Signal to Noise Ratio (PSNR) is classi-
cally used to compare original images with their decom-
pressed versions, but it does not provide fair evaluation of
the image quality as shown in Fig. 3. As a consequence,

 

DirectView

 

 permits the evaluation of the quality which is
significantly better than evaluations obtained with mathemat-
ical criteria

 

.

 

•

 

Interactive multi-variable optimization: 

 

Using this sys-
tem, the operator can change interactively the parameters of
the compression algorithm in order to balance the trade-off
between transmission cost and the quality of the decoded
images. For this task, he typically has to do a multi-variable
optimization for which humans are well suited. For example,
a human operator will intuitively appreciate the regularity of
the algorithm and will very quickly avoid local minima in
which minimization algorithms are often trapped.

Furthermore, 

 

DirectView

 

 avoids all the complex operations
that are needed with classical implementations to visualize
the results obtained for each value of the parameters (genera-
tion of all the results, ftp transfers between machines, format
conversions for visualization, etc.). Often, researchers using
classical serial implementations do not perform all the exper-

Figure 2: Example of data visualized on the screen, i.e., the decompressed image (top left), the current values of the dials (top right), 
the bit rate (bottom left), and the histogram of the image (bottom right).
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imentations required for a correct optimization procedure for
lack of time.

•

 

Debugging

 

: Since it is possible to interactively change the
values of the algorithm parameters, almost all possible val-
ues can be investigated very quickly in order to test the
robustness of the algorithms. This enables quick detection of
special cases for which the algorithm has problems. In prac-
tice, the debugging process is significantly accelerated.

 

Figure 3:

 

 

 

Meaningless of the PSNR. Left image: PSNR = 25.3dB, 
compression ratio = 12. Right image: PSNR = 27dB, compression 
ratio = 2. The left image has an higher visual quality for a better 
compression ratio although the PSNR is better for the right image.

 

Figure 4 synthesizes the major advantages offered by
massively parallel computing in the framework of 

 

DirectView

 

,
i.e., generic implementation and real-time interactive optimiza-
tion. These advantages open a totally new perspective for
researchers working in the field of video compression and anal-
ysis. The quick prototyping and productivity gain provided by

 

DirectView

 

 permit us to improve the quality of the results and to
accelerate the development of new techniques.

Figure 4: Main characteristics of DirectView.

 

3 Parallel implementation

 

To enable efficient visual evaluation of the images, they must
be displayed on the screen with the highest frame rate possible.
This requires optimal parallelization. The iterative algorithm
running on the T3D can be schematically divided into the seven
following stages:

1.

 

Read initial images

 

. The original images are initially stored
on the hard disk of the YMP computer. They are read by one
processor of the T3D.

2.

 

Data partition

 

. In order to optimize the load balancing as
much as possible between the processors while keeping a
simple data partition, the images are divided into 

 

N

 

 parts of
equal size, where 

 

N

 

 is the number of processors. An example
with 4 processors is given in Fig. 5. This data partition is in-
dependent from the compression algorithm.

3.

 

Data compression

 

. Each processor treats only its respective
data partition. This stage represents more than 50% of the to-
tal computation time. Large speed-ups can generally be ob-
tained for this stage since video processing algorithms are
naturally highly parallelizable.

4.

 

Local bitstream generation

 

. Each processor generates its
own part of the bitstream, locally compressed.

5.

 

Generation of the entire bitstream

 

. One processor collects
the local bitstreams generated by each processor and builds
the entire one.

6.

 

Image decompression (only for 

 

DirectView

 

 1.0)

 

. The de-
compression is performed in parallel on the T3D, the compu-
tation load is very low.

7.

 

Communications with the workstation

 

. The sockets of the
YMP are used in order to accelerate as much as possible the
bidirectional communications between the T3D and the
workstation. Two processors of the T3D are in charge of
these communications:

(a)

 

Send bitstreams

 

: One processor is in charge of send-
ing bitstreams to the workstation (one send per itera-
tion). In order to parallelize the generation of the
bitstream (stage 5) and its sending to the workstation,
the bitstream of image 

 

t

 

 - 1 is sent while the bitstream

Figure 5: Data partition for 4 processors
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of image t is generated. This requires the transmission
of the bitstream between these two processors. Since
non-blocking communications are used, the communi-
cation time is negligible.

(b)

 

Receive new parameters

 

: Another processor tests pe-
riodically (for every other iteration) if new parameters
values have been received from the workstation. In this
case, these new values are broadcasted to all other pro-
cessors. For 

 

DirectView

 

  2.0, some of these parameters
are necessary for the decompression, consequently,
they must be incorporated into the bitstream to be re-
sent to the workstation. Thus we assure good synchro-
nization between the coder and the decoder.

Stages 2, 3, 4 and 6 are done in parallel by all processors.
Each of the stages 1 and 5 is performed by one processor, while
2 processors are used for stage 7. Figure 6 gives an illustration
of the work done by each processor. Strong effort has also been
made to optimize single processor performance.

 

4 Description of the compression algorithm

 

The compression algorithm which has been implemented in

 

DirectView 

 

is a typical example of algorithms used or proposed
for the video standards MPEC2 and MPEG4, particularly in term
of computational complexity. The block diagram of the
proposed compression algorithm is illustrated in Fig. 7. The
temporal correlation between successive images is exploited by
a classical block-based motion estimation and compensation

Figure 6: Load balancing representation (time measured for 64 processors)
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technique. A codebook-based segmentation is then applied on
each block in order to refine the segmentation. This is obtained
by splitting the blocks when the quality obtained after motion
compensation is too low. The quality evaluation is based on the
PSNR. Only the blocks which have a PSNR higher than a
threshold 

 

T

 

 are split [9]. In the created regions, a refinement of
the motion vectors is performed using the motion displacements
of the neighbor blocks in order to improve the prediction quality.
Finally, the prediction error for the regions where the PSNR
remains higher than 

 

T

 

 is quantized and entropy coded.

 The final bitstream contains four different kinds of informa-
tion:

1. Motion parameters.

2. Description of the segmentation.

3. Quantized prediction error.

4. Flags which indicate in which regions the prediction error is
coded.

The bitstream is sent to the decoder where it is decomposed.
The decompressed images are finally recovered after motion
compensation and by adding the quantized prediction error.

 

5 Experimental results

 

The experiments have been carried out using a CRAY T3D
and black & White CIF test image sequences. The bitstream has
been sent to the workstation via an FDDI link, but Ethernet can
also be used.

Figure 6 illustrates the load balancing of the system and the
work done by each processor and by the workstation. The time
spent spending the bitstream (about 0.03 second, depending on
the compression ratio), and writing a new image into the local
memory of all processors (around 0.015 second per PE) explains
the degradation of the speed-up. Figure 8 shows three different

Figure 7: Simplified block diagram of the compression algorithm.

Figure 8: Speed-ups (DirectView 2.0). (a) Theoretical speed-up. (b) Speed-up of the 
compression algorithm only. (c) Speed-up obtained for the whole system, but 
without communication with the workstation. (d) Speed-up for the whole system.
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speed-ups. The first one (curve (b)) corresponds to the speed-up
obtained for the image processing part (stages 2, 3 and 4). The
curves (c) and (d) correspond to the whole system with and
without the communications with the workstation, respectively.
A speed-up of around 50 is reached with 64 PEs for the image
processing part while the whole system gives a speed-up of
around 32. No significant degradation of the speed-up is
detected by taking into account the communications with the
workstation.

Figure 9 shows the number of compressed and visualized
images per second versus the number of processors. From 1 to
16 processors, less than five images are visualized per second.
The operator has the impression of seeing a succession of still
images and not a video sequence. With 32 processors, a frame
rate of about 7 per second is reached. This is the limit where we
began to see a video sequence. With 64 processors, the frame
rate is sufficiently fast to enable a fair evaluation of the temporal
characteristics and artifacts of the decompressed video
sequence, thus permitting fast and efficient evaluation and opti-
mization.

After optimization of the parameters with 

 

DirectView

 

(threshold 

 

T

 

, quantization step, maximal displacement for the
motion estimation, ...), compression ratios of about 20 can be
obtained while keeping acceptable visual quality. Only a few
minutes are necessary to optimize the algorithm. Using a serial
implementation on a workstation and PSNR-based optimization
criterion, this optimization requires several days. Figure 3 shows
two images which have been optimized using PSNR-based crite-
rion or visual evaluation. It shows that visual evaluation
provides higher compression ratios with better visual qualities.

 

6 Conclusions

 

This work proves that the T3D can be efficiently used for the
fast development of new video processing algorithms by
exploiting their intrinsically parallel nature. In this context, the
technology developed with 

 

DirectView 

 

offers real-time interac-
tive optimization facilities with the advantages of flexible and
modular C software implementations. Better results are obtained
both in terms of compression ratio and in terms of visual quality
of the decompressed images, compared to classical approaches
based on mathematical optimization criteria. Furthermore,

 

DirectView

 

 can be used to develop and to optimize a wide range
of video processing algorithms, thus permitting quick proto-
typing and significant productivity gain.
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