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The Cray X1 system consists of one or nore Cray X1 mai nfrane
chassis, along with an array of other hardware conponents and
systens. This paper touches on a brief subset of the duties
required to adm nister and configure a Cray X1 system begi nning
with an overview of the system conponents.

An adm nistrator of the Cray X1 system nust have an under st andi ng
of the conplete systemconfiguration. This includes one or nore
mai nfrane chassis, |iquid-cooled (LC) or air-cooled (AC), one or
more 1/ O chassis (10C), one or nore I/O drawers (1 0OD), a set of
RAI D di sk subsystens, one or nore Cray Network Subsystens (CNS)

a Cray Programm ng Environnent Server (CPES), the System Contro
Facility, and a Cray Wirkstation (CW5) as the central point of
operation and configuration of the system

The Cray X1 hardware configuration is nanaged on the CA5S by the
xlconfig utility. The configuration is maintained in a text file,
named /opt/craycfg/cray.cfg by default. The configuration file
descri bes the physical conponents of the system i ncluding node
nmodul es, router nodules, i/o chassis, and 1 ODs. Every
configuration file nust define one system conponent, either an LC
or AC system Wthin the system conponent, chassis conponents are
defined. An LC system consists of two brick pair conponents, each
of which contains eight node slots, four router slots, and two
Brick Cooling Unit (BCU) slots. AC systens consists of four node
slots, two router slots, and one BCU sl ot.

The full system configuration can be dunped using the xlconfig
"-d all:DUMPFI LE" option. This will place the conplete
configuration in the file "DUWPFILE", listing every definable
conponent in the system including each chip on each node nodul e.
It is not necessary for the configuration file to include every
physi cal conponent. A standard set of subconponents will be
associ ated with each defined conponent as appropriate. For
exanpl e, the configuration file nust contain nodenodul e
specifications for nodes with attached System Port channel s
(SPCs), but the individual processors, nenory chips, E chips are
not normally included.

In case of a conponent failure, for exanple a single processor
on a node nodule (SSP), that conponent may be nmarked down in the
configuration file by explicitly listing the conponent, and
setting its state to 'Di sable'



The RAI D subsystem configuration is managed fromthe CA5 by a
variety of commands, called the Cray Storage Managenent (csm
utilities. There is also a graphical user interface, SMgui, which
may be used to nonitor the RAID subsystem

The System Control Facility consists of LO and L1 processors which
resi de on node nodul es, router nodules, BCUs, and 10Ds. The LO
processors control and nonitor the power and cooling subsystem
The L1 processors provide the operational interface to the system
for Master Clear and initialization of chips, boundary scan, and
mai nf rane hardware error reporting.

The CWN5 is the focal point for system operation and nonitoring.
The bootsys(8) conmand on the CWA5 perforns all necessary mainfrane
initialization steps to bring up the operating system Simlar to
earlier Cray systens (PVP, T3E), the bootsys(8) command invokes a
machi ne specific conmand, bootx1(8) in this case, to |oad the
operating systemand bring the nmainfrane to single-user node.

System dunps are also perforned fromthe CA5, using the dunpsys(8)
command. Initially, dunpsys(8) calls the hwerrdunp(8) command to
capture hardware state information fromthe mainframe. Next, |ike
t he dunpsys operation on the T3E, the Cray X1 dunpsys(8) will dunp
one node (typically an application node) to the CA5 then invoke

t he nboot (8) command to perform a mai nt enance- node boot on the
dunped node. The renmaining nodes are dunped by default to a date-
st anped subdirectory of the /dunps directory (file systen) on the
mai nfrane.

The CWS contains a central repository, /opt/craylog, for various
system conponent log files, including 10, |1, cpes, ops, cns.
Pertinent error, warning, and information nessages are forwarded
to the CA5 by these conponents and placed in the correspondi ng | og
file. The CW5 al so houses the xlns and xlwacs commands, normally
used by Cray engineers to nonitor the system

The Cray Programm ng Environnent Server (CPES) is a Sun V480
systemrunning Solaris. This systemis used for conpiling and

i nking user codes targetted to run on the Cray X1. All users
requi ring access to the Programm ng Environnent nust have accounts
setup on the CPES to match their accounts on the Cray X1 (sane
uids). The interface to the Programm ng Environnent is
"invisible" to users. A user logged into the Cray X1 mai nfrane
issues a 'cc' conmmand, for exanple, and that 'cc' triggers the
execution of the C conpiler on the CPES. Data files are shared via
NFS. All directories fromwhich users on the Cray X1 nay issue
any conpile commands nust be nounted on the CPES, under a

desi gnat ed nount point such as /x1. Relative paths under /x1 on



the CPES nmust match the full paths on the mainframe. The CPES
[ x1/opt/ctl file systemis exported to the Cray X1, nounted as
[opt/ctl.

So what about the mainfranme? The Cray X1 mainfrane runs the

UNI COS/ np operating system UNICOS/ np is based on IRl X, but

i ncl udes a nunber of extensions and nodifications for support of
the Cray X1 system In particular, enhancenents have been nade
for support of the multi-stream ng processor (MSP) avail able on
the Cray X1. Unlike IRIX, UNICOS/np has limted device driver
support: fibre channel device drives for disk and network are
provi ded.

UNI COS/ nmp i ncludes the concept of node flavors, simlar to the T3E
defined PE types. The Cray X1 supports CS, Support, and
Application flavored nodes. A typical single-chassis LC
configuration consists of one conbi ned OS/ Support node (for
runni ng the bulk of the operating system and all user commands),
and 15 Application nodes. Users |launch work onto the application
nodes via the aprun(1l) or npirun(1l) comrands. Another carryover
fromUNICOS/nk is the Political Scheduling daenon, psched.

The psched daenon on UNI COS/ np conbi nes the functions of the

UNI COS/ nk d obal Resource Manager (GRM and the psched daenon.

UNI COS/ np psched supports the | oad bal ancer and gang schedul er
functions, provided to nanage resources in the application nodes.
The configuration for psched is simlar to the UNI COS/ nk format,
via the /etc/psched.conf file as well as via the psngr(8) comrmand.

User limts under UNICOS/ np are nmanaged by a |imts database,
created by the admnistrator using the limt_nkdb(8) comand.
There are four unique limt scopes defined, batch/command limts
(BC), interactive command (1 C), batch/application (BA), and
interactive application (IA). Limts are explicitly defined for
each scope. For each limt, tw types may be defined: INTIAL and
MAXIMUM  The INITIAL limt type sets the current, default limt.
The MMXIMIM limt type is the upper bound allowed for a user.
Available limts include core file size, nenory size, cpu tine,
etc. The limts are described in the |imt_nkdb(8)mnual page.

One of the nore significant differences an adm nistrator wl |
encounter with UNICOS/ np on the Cray X1 systemvs. UN CCS or

UNI COS/ nk on earlier Cray systens is in the area of disk
configuration. On a UNICOS or a UNI COS/ nk system the
admnistrator had to manually (or with the assistance of the
installation tool) configure the physical disks. On the Cray X1
system UNI COS/ np uses a hardware di scovery feature at boot tine
to identify the physical disks attached to the system The device
nodes are automatically created at boot tinme based on the

di scovery.



As previously noted, the RAID device configuration is nmanaged from
the CW56. This configuration is normally conpleted at the factory,
prior to machi ne shipnment. The csmutilities currently support
six distinct RAID configuration options for a single storage

brick. The default configuration uses two of these options, one
targeted for the systemdi sk, containing root and other standard
utility file systens, and a second targeted for |arge data
bandwidth file systens. The RAID devices are partitioned into

| ogical units, or LUNs. The csnadd(8) comrand on the CA5 is used
to configure the RAID subsystem

The CW5-resident Cray X1 configuration file, /opt/craycfg/cray.cfg
by default, describes the iopath information, the connections from
the mainframe to the RAID controllers. The I/O chassis are
listed, with associated 10Ds (an 10D is described as an "i onodul e"
in the configuration file). The 10ODs each contain an A board and
a B board; each board supporting two channel adapters, each
channel adapter supporting two PCl-X slots. Dual-ported Fibre
Channel host bus adapter cards are used in the PCl-X slots, and
provi de the connections to the RAID controllers. The dual ports
are referenced as functions in the configuration file, 'funcO'" and
"funcl'. The 10D configuration section in the cray.cfg file lists
each board, channel adapter, PCl-X slot, and function associ at ed
with disk (or network) devices.

When the systemis booted, the configured LUNs are discovered, and
di sk device nodes in /dev/rdsk (character special) and /dev/dsk
(bl ock special) are created for the discovered LUNs. The
adm ni strator can then use the parts(8) comand to configure
slices on the LUNs. The parts(8) comrand, created for UN COS/ np,
perfornms sonme of the functions of the IRIX fx(8) command. It
reads and wites disk partition information for a particular LUN
into the volune header on the device. A system adm nistrator uses
the parts(8) command to create slices on the disks, in preparation
for creating file systens. The parts(8) command requires an input
file which specifies the desired slice configuration for a device.
The input file includes partition nunber, partition type, and
partition size. The partition type can be xfs, log, swap, or raw
(swap and raw are equivalent). The default partition type is xfs,
used for all file systens. The log type is used to designate
partitions for use as external logs for XFS file systens. The
partition size paraneter can be specified as a nunber of units

(bl ocks, kil obytes, negabytes, gigabytes), or as a percentage of
the total disk volune capacity. A set of standard parts conmand
files are provided with the UNI COS/ np operating system under the
/etc/parts directory. The files cover options for configuring
LUNs with a single slice, two slices each conprising 50% of the
LUN, four slices each using 25% of the LUN, eight slices -- four



small 1og slices and four remaini ng each using 25% of the space,
and finally a standard systemdrive file, with three XFS slices
and one raw (swap) slice.

The assigned di sk device nanes for the device entries in /dev/dsk
(and /dev/rdsk) are of the form dksWiXl YsZ. The Wfrom dksW
represents the di sk nunber assigned in the cray.cfg configuration
file, in the ionodule definition section. The X fromdX is the
Fi bre Channel |oop-I1D of the host-port on the RAID controller
(each controller has 4 host ports, so this value will be in the
range 0-3). The Y fromIlY is the associated LUN nunber. Note
that the IY portion of the nane is omtted for LUN O devices. For
exanpl e, dks2d0s4 references slice 4 of LUN O on disk 2 in the
configuration file. And finally, the Z fromsZ is the slice
nunber as configured via the parts(8) conmand.

Like TRI X, UNI COS/ np supports XLV, the |ogical volune disk driver.
XLV all ows you to conbine physical disk slices into |arger,

| ogical units. The xlv_nmake(8) conmand is used to create the

| ogi cal volune objects. XLV is required, for exanple, to
configure an XFS file systemw th an external log device. XLV is
al so used to create, for exanple, striped |ogical volunes, to
allow for greater bandwi dth to the disks.

This is not a conplete review of Cray X1 System Adm ni stration and
Configuration, nor is it intended to be so. It is only a brief
glinpse, highlighting a few of the key points that may be new to
admnistrators famliar with Cray systens running UNI COS and

UNI COS/ nk. A nore thorough presentation of the topic is avail able
in a variety of Cray X1 Software Publications, as well as through
the Cray Technical Training Departnent.



